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ABSTRACT
Over 80 million households in the United States have a home
computer and an Internet connection. The vast majority of
these are administered by people who have little computer
security knowledge or training, and many users try to avoid
making security decisions because they feel they don’t have
the knowledge and skills to maintain proper security. Nev-
ertheless, home computer users still make security-related
decisions on a regular basis—for example, whether or not
to click on a shady link in an email message—without even
knowing that’s what they are doing. Their decisions are
guided by how they think about computer security, or their
“mental models,” which do not have to be technically cor-
rect to lead to desirable security behaviors [44]. In other
words, sometimes even “wrong” mental models produce good
security decisions. By eliminating the constraint that non-
technical users must become more like computer security
experts to properly protect themselves, we believe that we
can create more effective ways of helping home computer
users make good security decisions. To that end, we pro-
pose a research agenda that will help us learn how to shape
the mental models of regular non-technical computer users.

Categories and Subject Descriptors
K.6.5 [Management of Computing and Information
Systems]: Security and Protection—Invasive software, unau-
thorized access; K.4.2 [Computers and Society]: Social
Issues—abuse and crime involving computers; H.5.2 [ Infor-
mation Systems Applications]: User Interfaces—user-
centered design

General Terms
Security, Human Factors
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1. INTRODUCTION
There are over 80 million computers located in households

in the United States [10]. A large proportion of these home
computers frequently fall victim to various security threats,
including contracting viruses, becoming botnet zombies, and
being compromised by phishing scams. Threats to home
computer security comprise a major epidemic right now; this
insecurity is causing thousands of hours and millions of dol-
lars in lost time and energy, and is dramatically increasing
the difficulty of having a computer in the home. And, due
to recent innovations by hackers (botnets and DDoS), these
security problems are now spilling over and causing prob-
lems for many other sectors of the economy. Just recently, a
hacker group calling itself “Anonymous” used DDoS attacks
against PayPal and Amazon in retaliation for dropping sup-
port for Wikileaks. It would not be surprising if many of the
bots used in these attacks were compromised home comput-
ers.

Different security researchers provide different answers to
why this problem persists. Software engineers proclaim the
difficulty of writing bug-free code. Many computer scien-
tists complain about “stupid users.” Some usable security
researchers believe that the software is simply too complex
to operate securely [11]. As social scientists, we have a differ-
ent take on this problem. We don’t believe that the majority
of people are stupid, or computer illiterate. Rather, we be-
lieve that users are intentionally choosing actions that leave
them insecure. This is not because they are being tricked
by social engineering (though that sometimes happens), but
rather because people honestly believe that they are doing
what is necessary to protect their computers.

In a previous study, Rick Wash found that home computer
users have a variety of different “mental models” of security
threats [44]. Mental models describe how a user thinks about
a problem; it is the model in the person’s mind of how things
work. People use these models to make decisions about the
effects of various actions [22]. For example, some believed
that hackers are mischievous teenagers showing off for their
friends. Others believed that hackers are criminals out to
steal financial and identity information. All of the respon-
dents he interviewed were motivated to take positive secu-
rity actions, but only for the threats they believed existed.
Users who believed that hackers are teenaged troublemak-
ers were likely to install firewall and other security software
to keep them out, while the users who saw hackers as crimi-
nals frequently believed that they were not rich or important
enough to be a target, and therefore didn’t need to secure
their computers.



Neither model is correct, though both are used to make
decisions. These users were trying to do something to pro-
tect against the threats as they understood them. One of
the most interesting results from this study was that even
users who had wrong or incorrect mental models sometimes
made good security choices. Even though most hackers to-
day are not teenagers trying to impress friends, people who
had that mental model worked hard to ensure their com-
puter was protected.

This suggests a promising approach that may help home
computer users better secure their systems: induce mental
models of security threats that lead to good security behav-
iors. Even if the mental models are wrong, they can still
lead to good security behaviors and more secure computers.
We should help people develop an understanding of com-
puter security that leads to good security behaviors, even if
those understandings might not be technically “correct”. To
change people’s mental models, we need to do two things:
1) Identify how people form these mental models, and how
we can influence them; and 2) Identify which models are
associated with what security behaviors, so we know which
models we want home computer users to possess.

This approach does not require informing non-technical
users about the details of computer security and how com-
puters work, which most people are not interested in learn-
ing. Nor does it require making decisions for the users, which
is a difficult solution to implement because it is technically
challenging to come up with defaults that work for everyone,
and frustrating for users who feel like they have little choice
in the matter. Instead, we hypothesize that it is possible to
empower home computer users to make their own choices,
but in a way that leads to positive security for all.

High-level Research Agenda.
The interviews conducted by Wash [44] suggested that

most people formed their mental models of security threats
based on reasoning about information provided by stories
recounted by their friends and colleagues. This process we
described has much in common with existing research about
“folk models” or “lay theories” that form through stories
shared among people in a community, and through personal
experience [26].

Like “folk models,” the models identified by Wash [44] are
simple enough that many home computer users can under-
stand them, but powerful enough to affect behavior. There-
fore, we believe that the first step is to better understand
how people learn about and form mental models of security
threats, so that we can develop ways to influence these mod-
els and inspire better security behaviors. We suspect that
most of the information comes from stories from friends
and colleagues and other “people like me” [16]. This knowl-
edge will also allow us to be more effective at teaching non-
technical home-computer users about security by giving us
a way to talk to them that they can understand and incor-
porate into their behavior.

One of the challenges to this approach is that most of the
work in this area, including the previous interview study,
provides only self-reported data about security behaviors.
Unfortunately, people often do not accurately report their
security behaviors, because they want to be seen as more se-
curity conscious than they actually are, or because they are
mistaken or unaware. For example, the 2010 National Cy-
ber Security Alliance Norton/Symantec Online Safety study

found that 58% of people answered “yes” to indicate that
they had a full software security suite, but only 37% actu-
ally had one installed [35]. To make widespread progress,
we need to measure the connection between mental models
and actual security behaviors. Not all mental models lead
to positive security behaviors; we want to identify the ones
that do. And we want to understand how prevalent different
models are, which may help us and other security researchers
to understand why certain types of vulnerability are more
common than others.

Finally, to actually make a difference in home computer
security, we need to find a way to distribute this information—
to actually help people form the mental models that lead
to good security behaviors. Traditional training methods,
such as having an expert teach a group of home computer
users, will not work here, both because these methods are
intractable and expensive, and because previous work sug-
gests that mental models are best transmitted through sto-
ries from friends and other “people like me.” A cost-effective
method of improving home security therefore is to get home
computer users to train each other and spread the good men-
tal models amongst themselves.

1.1 Inspiring Example: Home Thermostats
As an inspirational example, consider some work done

by Willet Kempton in the mid 1980s [27]. Kempton is an
anthropologist interested in energy conservation, and was
studying how people make decisions about home heating.
One of his papers focused on the question of thermostat set-
ting: how do people set their thermostats in their homes to
keep the house warm in the winter, and does this pattern
significantly effect the amount of energy they use?

Kempton discovered that most people had one of two
mental models of how thermostats work, and those models
played a significant role in how these people made thermo-
stat setting decisions. In the valve model, people believed
the thermostat operated like a valve on a faucet; when you
turn it higher, more heat comes out. People who operated
based on this model showed fairly erratic thermostat set-
tings, frequently turning the thermostat up to heat the house
faster, then turning it way down once the house was warm.
Kempton confirmed this with data from the energy com-
pany. Alternatively, people who operate with the feedback
model believe that the thermostat turns the furnace on and
off based on room temperature, but the furnace runs at a
single constant output when on. People with this model
frequently set it once and allow the thermostat to keep the
temperature approximately the same throughout the day.

As Kempton puts it, “Heating engineers are fairly comfort-
able with the [feedback] theory described here; they consider
it simplified but essentially correct.” The feedback theory is
closer to the correct model of how thermostats work than the
valve theory. However, upon interviewing users and looking
at energy use data, Kempton concluded that the valve the-
ory actually works better than the feedback theory. Kemp-
ton claimed that thermostat use consistent with the valve
theory leads to more comfortable houses. But, more impor-
tantly, he found that it also leads to less overall energy use.
He traced this to one important decision: should a user turn
the thermostat down overnight?

Users with the feedback model believe that it takes more
energy to raise the temperature of the house from 55° to 65°
than simply maintaining a steady temperature of 65°. Users



operating with the valve theory correctly predict that more
fuel is consumed at higher settings than at lower settings,
and thus turning the thermostat down overnight saves en-
ergy. The valve model prediction is correct, even though the
reasoning is wrong; hotter houses lose heat faster to the out-
side than colder houses. Thus, valve model users are more
likely to turn down the thermostat overnight, and thus gen-
erally use less energy than feedback model users even though
their mental model is less correct.

From this example we draw a number of interesting lessons.
First, users make everyday decisions using simplified mental
models. The people in Kempton’s study made multiple de-
cisions every day based on simple mental models that do not
represent a full understanding of home heating and energy
use. Neither model includes an understanding of how the
house interacts with the outside air, which is an important
part of expert reasoning about home heating. However, both
models serve the goals of the user in helping to guide their
decision making in setting the thermostats in their homes.

Second, none of the users in Kempton’s study possess a
complete and accurate model of home heating. No one he
interviewed included interactions with outside air in their
mental model. We suspect that very few people include
these interactions in their mental model of thermostats even
today. The more correct model is complicated, and diffi-
cult to use for decision making. Having to reason about a
wide variety of factors (energy use, comfort, air movement,
outside air interaction, etc.) to make a simple thermostat
setting decision is not worth it, and people prefer to use
simpler models that make the decisions easier and yield suf-
ficiently good outcomes. In a word, most people satisfice
[40] when choosing a mental model.

Third, just because a model is closer to the correct (or ex-
pert) model does not necessarily mean that it leads to better
decisions. Valve model users make decisions that both lead
to greater comfort and lower energy use. All models that
lay people use are simplifications and will get some deci-
sions wrong ; it is important to figure out which models lead
to better decisions, not which models are closer to correct.
Kempton argues that “Technical experts will evaluate folk
theory from this perspective [correctness] – not by asking
whether it fulfills the needs of the folk. But it is the latter
criterion [...] on which sound public policy must be based.”
Experts often use correctness as a shortcut, assuming that
more correct models lead to more correct decisions. But
that isn’t necessarily true.

Finally, simplified mental models that non-experts use of-
ten lead to behavior that seems erratic. Valve model users
frequently change the setting on their thermostat, micro-
managing the heating of the house. But it is important to
look at the big picture; that erratic micromanaging uses ex-
tra energy, but that energy is made up for by the (correct)
lowering of the temperature overnight. It is extremely diffi-
cult to find a mental model that is both simple enough that
people use it, and always leads to a correct decision. But
sometimes changing to a different model can lead to a better
overall outcome even though there exist individual decisions
that are problematic.

Kempton’s study of home thermostats is inspiring, but it
is important to recognize some of the important differences
between home thermostat control and information security.
Home thermostat users have the benefit of strong feedback;
if they really mess up the setting of the home thermostat

they either freeze or roast in their house. This bounds how
badly the mental model they use can perform; a model that
regularly causes the person to be freezing is unlikely to be
held for long. Information security has very little direct
feedback. Even if a person holds a model that leads to very
poor choices, they may never realize how their actions are
causing security problems. Also, home thermostat feedback
is fairly timely, and fairly directly connected to user actions.
If a person sets their thermostat poorly, they usually find out
in a matter of hours. On the other hand, a person who makes
poor home computer security decisions may not find out that
they have been phished for weeks, and then will have trouble
associating that outcome with the specific decision that led
to the security problem. This lack of timely feedback means
that mental models for home computer security are more
difficult, and more variable, than mental models of home
thermostats.

2. RELATED WORK

2.1 The Problem: Securing Home Computers
According to the US Census Bureau, there are over 80

million households in the United States that have a com-
puter with Internet access in their home; this represents
almost 70% of all households in this country [10]. One of
the biggest challenges these computer users face is operat-
ing these computers securely. There is a large ecosystem of
threats, and a large percentage of them specifically target
home computer users. Symantec, a computer security ven-
dor, analyzed the security threats they addressed in 2006
and found that “from the 2249 new threats identified during
the first 6 months of 2006, 86% were aimed at home users
[42].” In the last ten years or so, this has become an even
bigger problem through the rise of botnets that compromise
thousands of computers—often home computers—and com-
bine them into a network that can be used to attack third
parties. The insecurity of a home computer no longer only
affects the owner of that computer; it negatively affects all of
the victims of the botnet also [38]. This is what economists
call a negative externality [29] and it means that even ratio-
nal, fully informed home users would choose to provide less
security than society would prefer.

Managing the security of a computer system is very diffi-
cult, and the vast majority of home computers are adminis-
tered by people who have little security knowledge or train-
ing. The main reasons that novice users cite for improper
security relate to a lack of knowledge and understanding:
“43% claimed not to understand the threats, 38% claimed
they did not know how to use security packages, 35% in-
dicated that they did not know how to secure their com-
puter, and 32% indicated that they did not know about
the threats” [15]. Similarly, Dourish et al.[14] found that
corporate knowledge workers saw security technologies as a
“barrier” (like a locked door) that keeps the bad guys out.
Security technologies were expected to keep out all poten-
tial bad guys, and technologies that focused on one specific
type of bad (like anti-spam technologies without anti-virus
capabilities) were seen as “partial” or imperfect. Users also
felt futility with security, referencing unknown others (like
hackers) who will “always be one step ahead.” Most users,
lacking the time and inclination to deal with security, at-
tempted to delegate their security concerns.

Grinter et al. [17] interviewed home network users and



found that homes generally had a single person who as-
sumed the role of “system administrator.” It was his or her
job to maintain a network, troubleshoot and fix problems,
and help others with network connectivity, and this person
“unanimously resented the amount of time” spent in this
role. Gross and Rosson [18] studied what security knowledge
end users, who were not directly responsible for security but
had access to sensitive information, possessed in the con-
text of large organizations. Users’ security knowledge was
“neither comprehensive nor sufficient” to maintain proper
security, but common security actions such as locking the
screen when away were better understood and practiced.
All participants were aware of some sensitive information
they had access to, and knew to protect it and to be wary
of being tricked into revealing it (social engineering). Gross
and Rosson also noted that their participants frequently con-
flated security and functionality failures.

Users rely on others for security because they feel like
they don’t have the skills to maintain proper security them-
selves, so they often try to avoid security decisions. They
find ways to delegate the responsibility for security to some
external entity which could be technological (like a firewall),
social (another person or IT staff), or institutional (like a
bank). However, despite this delegation of responsibility,
many users still make numerous security-related decisions
on a regular basis. The literature does not explain how
those decisions get made; rather, it focuses mostly on the
anxiety the decisions create.

2.2 Three Common Approaches
Because home computer security is such a major prob-

lem today, many people have put forth a wide variety of
solutions to this problem and its various sub-problems. We
believe that these solutions can be classified into three main
categories. First are technical solutions that attempt to take
the decisions out of the hands of the user. Second are ed-
ucation approaches that attempt to teach home computer
users the details of computer security. And third, a group
of academics are now focusing on trying to understand why
these users behave the way they do, and how we can support
them in their efforts.

2.2.1 The “Stupid User” Approach
The majority of solutions to home computer security in-

volve technologies that try to make it easier to act securely
by removing the user from the decision-making process. The
argument is usually that unsophisticated users do not have
the knowledge and skills to make good security choices, and
therefore we should remove the decisions from them for their
own good [11]. Or, at the very least, experts should choose
secure defaults and make it difficult for users to act inse-
curely. Many of these technologies have been quite suc-
cessful. For example, modern anti-virus software has very
little interactivity with users; it regularly scans computers
for known malware and removes it automatically. Microsoft
has automatic updates turned on by default in all recent
versions of its Windows operating system; once a month
the system automatically downloads and installs all security
patches from Microsoft without asking for user permission
[34]. Many modern firewalls do not require user configura-
tion to operate securely.

Unfortunately there are limits to the effectiveness of this
approach. A number of modern threats are particularly diffi-

cult to defend against with technical solutions. Attackers are
increasingly relying on social engineering attacks [3]. Mal-
ware must first trick an end user into activating it. Once
activated, it must gain access to the user’s computer or in-
formation either through some vulnerability, or by authen-
ticating as if it were the user (i.e. through stealing a pass-
word). Once it is “in” it does what it was designed to do,
and often propagates itself so it can infect others. In ad-
dition, there are often legitimate reasons why a user would
want to operate insecurely; for example, a system update
may break compatibility with some favorite software, and
therefore the user may not want to install that update. Or
a user may want to visit websites with invalid or unsigned
SSL certificates that they know are legitimate. The “stupid
human”approach requires a one-size-fits-all solution to secu-
rity problems, but people use computers for such a variety of
different purposes that rarely does one solution work for ev-
eryone. When it works, it is often the best solution; but it is
limited in what security problems it can adequately address.

2.2.2 The Education Approach
A second approach can be seen as the polar opposite: al-

low users the freedom to choose, and provide them with ap-
propriate training so they can make good security choices.
There has been much effort devoted to training users in or-
ganizations to be more secure, and some researchers have in-
vestigated the effects of different kinds of training programs
and security policies on security outcomes [2, 13]. Microsoft
has an extensive online resource for teaching users all about
computer security [33]. Many organizations including Mi-
crosoft, CERT and US-CERT include lists of advice for be-
ing more secure. This approach has many parallels in other
domains; for example, many organizations are also working
hard to educate consumers about environmentally-friendly
activities and goods. However, these approaches are most
effective when the desired behavior changes are not very
difficult or costly to adopt, and often produce only mod-
est, short-term improvements [41]. Home computer users
are rarely interested in learning the details of how security
software works in order to make appropriate security deci-
sions. Often, the details are so complicated that users get
frustrated and don’t really understand enough.

2.2.3 The “Understand How Users Think” Approach
A more recent approach involves working to understand

how computer users think about security, and how they ac-
tually make security decisions. Cormac Herley [20] argued
that when non-expert users reject security advice, it is often
rational to do so. He wrote that security experts provide
advice that ignores the costs of the users’ time and effort,
and therefore overestimates the net value of security. We
agree, though we want dig deeper into understanding how
users actually make these security / effort tradeoffs.

Jean Camp [8] proposed using mental models as a frame-
work for communicating complex security risks to the gen-
eral populace. She created five possible analogies or metaphors
for computer security: physical security, medical risks, crime,
warfare, and markets. Asghapour et al. [4] built on this by
conducting a card sorting experiment in which participants
were instructed to match these analogies with a set of com-
puter security related concepts. They found that experts
and non-experts show sharp differences in which analogy
they felt the concepts were closest to, and hypothesized that



the analogies might function as mental models. However,
they did not test this hypothesis. Also, to our knowledge no
prior work has examined how mental models of security are
formed, or how we can influence them.

The Management Information Systems (MIS) literature
has several examples of research projects that approach com-
puter security behaviors from an “adoption” perspective;
these researchers suggest that people adopt security behav-
iors much in the same way as they might adopt a new tech-
nology. They seek to understand psychological characteris-
tics that lead people to adopt security behaviors, and how
these characteristics interact with the messages about secu-
rity that home computer users might receive [47, 3, 28, 48].

The studies in this section all stem from a common goal:
to understand behavior, one must understand how people
think. However, there is very little previous work that takes
this chain of logic one step further, to consider what shapes
how people think about security. Where does the informa-
tion come from that users base their decisions on? In an en-
terprise context, researchers talk about security policy and
education campaigns; some studies try to look at how this
carries over into home computer security. However, it is
much harder to collect data the different kinds of informa-
tion that home computer users have access to.

2.3 Mental Models and Computer Security
A mental model is a “simplified representation of reality

that allows people to interact with the world” [25]. Mental
models describe how a person reasons and makes inferences
about a problem or situation, allow people to make predic-
tions about what might happen, and provide heuristics and
guidelines upon which to base behavioral choices. They are
not exact replicas of the world down to every last detail;
they are representations based on reality as a person experi-
ences it, and used to help people make choices about how to
behave. Mental models are functional, rather than complete
or accurate. This means that people need and use them all
the time; however, they are abstractions that contain inac-
curacies when compared with the real world.

We sometimes refer to mental models—the terminology
cognitive psychologists use—as folk models which is termi-
nology borrowed from anthropology. The “folk” in folk mod-
els are the average normal “folks”, people who are not ex-
perts, and who have not been formally trained in a particular
area. Folk models are“ways of understanding” [26] the world
that arise informally, not from explicit efforts to understand
something via formal instruction or education; these are the
kind of models we refer to in this paper.

Mental models change and develop over time, adapting
to new information and new experiences [25]. This is an
unconscious process, meaning that you don’t have to think
explicitly about your mental model of something to mod-
ify it. However, if you haven’t thought about a particular
circumstance or situation, or experienced it directly, then it
can’t be a part of your mental model.

Mental models have a “chain of causation” [12], a process
aspect that helps us figure out how stuff works and what
to do next. People are born knowing how to reason about
complex situations involving cause and effect relationships,
and this skill supports the formation of mental models. Peo-
ple are also able to go beyond the information they receive
and generate new hypotheses/explanations based on the in-
formation in their mental models [23]. While mental models

represent causal relationships, they are not necessarily pro-
cedural [25]. This means that while they help us reason
about cause-and-effect, they are not always good at allow-
ing us to see effects that might be multiple steps removed
from the immediate ones.

An example of a mental model of home computer secu-
rity from Wash [44] is what he called the “Big Fish” model:
“Hackers are criminals who target ‘big fish’; I’m ‘small pota-
toes’, so nobody is going to target me.” This mental model
leads home computer users to take few steps to protect
themselves—they don’t believe they are at risk, so it is not a
high priority to protect themselves. This model is causal at
a high level, and includes the idea that if one becomes a “big
fish” one becomes a target. It is not, however, procedural:
the steps it would take to become a “big fish” worthy of the
attention of hackers are underspecified, as well as how hack-
ers make choices about who is a good target. The model
can be used to guide security choices, namely “I don’t need
to do much to protect myself”, but at the same time it is
missing information that if it were part of the model might
lead to different choices.

Mental models can end up being “incorrect” in a number
of ways. Incoming information from past experience or from
things one has read or heard about is filtered and organized
according to existing mental models [25], and this can pre-
vent new experiences that contradict existing mental models
from being incorporated. For example, people whose men-
tal models of computer security include “hackers go after
big fish” will have a harder time incorporating the idea that
“sometimes people who aren’t big fish also get hacked” into
their mental model. In addition, coincidences can reinforce
existing mental models, and people can apply mental models
to situations just because they are comfortable and familiar
with that particular way of interacting with the world [46].

Mental models also represent what is true at the expense
of what is false. This allows us to internalize commonalities
among the information we encounter rather than having to
remember all of the exceptions, which makes our models
easier and more efficient to use, but also leads to systematic
deduction errors and misconceptions [23, 26]. For example,
if one believes “hackers go after big fish”, the idea that “the
big fish I know haven’t been hacked” is not likely to be part
of the model in the model.

2.4 Stories, Mental Models and Behavior
We want to understand how and why laypeople—non-

technical home computer users—choose the security behav-
iors they do. We believe that people form mental models
of threats to security based on information they receive via
stories from other people like themselves, from the media,
from communications and interactions with experts, and
from their own experiences.

Home computer users often do not have a lot of examples
around them of security problems that they can use to learn
how to react, or security experts to learn from. So how do
people learn how to behave in situations they don’t have
direct experience with? We learn from other people. Social
information sharing is an important way that we learn about
the world around us and how to behave in it. Narratives—
stories told by other people—are an important component
of our ability to learn about the world around us and behave
appropriately [7]. Stories people tell about each other, some-
times labeled gossip (a word that has unfortunately negative



connotations), constitute observational learning, and help us
avoid others’ mistakes [5].

Stories about others reveal useful information about how
our culture and society operate; it is easier to make our way
through our complex world if we can learn from the experi-
ences of others, and stories are a vehicle for this information
[5]. Stories that affirm what is already represented in our
mental models are remembered more easily, are given more
weight, and are more likely to be passed on [30, 19]. In an ex-
ploratory study of gossip, Baumeister [5] found that most in-
stances of gossip people could remember hearing were about
people personally known to the participant (85%). People
find gossip most interesting when it is about people similar
to them [31], and model their behavior after people they
perceive to be similar to them [16]. This is evidence that
people do indeed learn about how to behave from the expe-
riences of similar others. Stories that arouse emotion, such
as stories about bad things that happened to acquaintances,
are more likely to be remembered and passed on [37, 19].

Mental models are helpful for making inferences and guid-
ing behavioral choices. For example, Uther and Haley [43]
taught a group of participants what they deemed the “cor-
rect” model for the web browser ‘back’ button, and com-
pared participants’ performance with a group of people who
had not received any training. The group who had received
the training had significantly fewer page traverses when nav-
igating a website, indicating that their mental models had
been altered by the training. Schobel and Manzey [39] wrote
about how engineers in a nuclear power plant use their men-
tal models of the socio-technical system comprised of the
technical staff and the computing infrastructure to make
predictions about what might go wrong in a crisis, and imag-
ine how they would react. Bostrom [6] conducted three stud-
ies eliciting mental models from groups of people about the
risk associated with lead paint, smallpox vaccine, or climate
change, and then asked them to think through hypothetical
scenarios that required them to reason and make inferences
about the topic. They found that participants responses
to the scenarios differed, depending on which analogies and
metaphors were present as part of their mental models.

Medin [32] conducted a study of expert fishermen in the
Northwoods of Wisconsin, in which they elicited and com-
pared the mental models of both Native American fisher-
men and of majority-culture fishermen. Despite both groups
being experts, the two groups showed dramatic differences
in the way fish were categorized and classified. Majority-
culture fishermen grouped fish into standard taxonomic and
goal-oriented groupings, while Native American fishermen
groups fish mostly by ecological niche. This illustrates how
even experts can have dramatically different mental models
of the same phenomenon, and any single expert’s model is
not necessarily correct.

2.5 Folk Models of Home Computer Security
In prior work, Rick Wash interviewed 33 non-expert home

computer users in 3 major midwestern cities in order to bet-
ter understand the mental models home computer users pos-
sess and use to make everyday security decisions. He focused
on differences between people, and characterized different
methods of dealing with security issues rather than trying to
find general patterns. The mental models he described may
explain differences observed between users in these studies
[44].

Wash identified eight different mental models in his data,
which he divided into two broad categories based on a dis-
tinction that most subjects possessed: 1) models about viruses,
spyware, adware, and other forms of malware, which ev-
eryone referred to under the umbrella term ‘virus’; and 2)
models about the attackers, referred to as ‘hackers,’ and
the threat of ‘breaking in to’ a computer. Each respon-
dent had at least one model from each of the two categories.
For example, one respondent believed that viruses were mis-
chievous, and hackers are criminals who target big fish. The
models were not necessarily mutually exclusive, and every
mental model was shared by multiple respondents. Most
respondents made a distinction between ‘viruses’ and ‘hack-
ers.’ To them, these are two separate threats that can both
cause problems. Some people believed that viruses are cre-
ated by hackers, but they still usually saw them as distinct
threats.

Models of Viruses and other Malware.
All of the respondents used the term ‘virus’ as a catch-

all term for malicious software. Everyone seemed to rec-
ognize that viruses are computer programs. Almost all of
the respondents classify many different types of malicious
software under this term: computer viruses, worms, tro-
jans, adware, spyware, and keyloggers were all mentioned as
‘viruses.’ The respondents don’t make the distinctions that
most experts do; they just call any malicious computer pro-
gram a ‘virus.’ Wash [44] found four distinct mental models
of ‘viruses.’ One model was very under-specified, labeling
viruses as simply ‘bad’ and expecting that they cause gener-
ically bad things to happen. Respondents with this model
had trouble using it to make any kind of security-related
decisions because the model didn’t contain enough informa-
tion to provide guidance. Two other models (the Mischief
and Crime models) were fairly well-described, including how
viruses are created and why, and what the major effects of
viruses are. In the Mischief model, viruses are created for
mischievous purposes and cause visible damage; respondents
felt like they would know if they were infected, and waited
until they were infected to take action. In the Crime model,
respondents felt that viruses were created by criminals to
steal information, and took many precautions to ensure that
they didn’t get a virus.

Models of Hackers and Break-ins.
The second major category of mental models describe the

attackers, or the people who cause Internet security prob-
lems. These attackers are always given the name “hackers,”
and all of the respondents seemed to have some concept of
who these people were and what they did. The term“hacker”
was applied to describe anyone who does bad things on the
Internet, no matter who they are or how they work. All
respondents described the main threat that hackers pose as
“breaking in” to their computer. They disagreed about why
a hacker would want to “break in” to a computer, and which
computers they would target, but all agreed on the terminol-
ogy for this basic action. To the respondents, breaking in to
a computer meant that the hacker could then use the com-
puter as if they were sitting in front of it, and could cause
a number of different things to happen to the computer.
Many respondents stated that they did not understand how
this worked, but they still believed it was possible. Wash
[44] described four distinct mental models of hackers. Some



people see hackers as a digital equivalent of graffiti artists,
causing mischief but otherwise little harm. Most of the re-
spondents saw hackers as a form of criminal, but differed
widely on what type of criminal. One group saw hackers as
a form of street thief, opportunistically attacking any com-
puter they could find. These respondents worked hard to
avoid places (websites) where hackers might be found, and
to protect their computers. Another group saw hackers as a
form of cat burglar, carefully choosing which computers to
break in to. None of these respondents felt that they were
a target, and consequently put forth little effort in secur-
ing their computer. Finally, the last group saw hackers as a
low-level worker for organized crime, methodically stealing
as much identity information as possible.

3. PROPOSED RESEARCH AGENDA
We believe that one of the foundations of information se-

curity should be a better understanding of how users make
security decisions, and an accurate characterization of the
problems that result from these decisions. We believe that a
multi-disciplinary approach will help home computer users
choose more desirable security behaviors. The main goal
of this agenda is to understand how home computer users
form the mental models they use to make security decisions,
use that knowledge to influence people’s mental models, and
hopefully affect real-world security behaviors as a result.

Following the advice of Kempton [27], we do not evaluate
models on the basis of correctness in terms of the reality
of security threats home computer users face, but rather on
the potential benefits that could be attained from behav-
iors that stem from the models regardless of correctness.
In other words, we believe that to make progress in this
area, we should not constrain ourselves to teaching “correct”
models and ideas about security; rather, we should focus
on communicating models that are simple, coherent, easy to
understand, and lead to desirable behaviors.

Once we discover where users’ mental models of security
come from and have information on how prevalent they are,
we as a community will be in a better position to develop in-
terventions that will influence users’ mental models and the
behaviors that inevitably follow. Unlike one-time incentives,
changing a mental model can change behavior long after the
impetus for that change has passed.

3.1 Where do Mental Models Come From?
In previous work, Wash showed that users have distinct

mental models of security threats, and that these models
affect home computer users’ security-related choices and be-
haviors [44]. However, he did not directly investigate the
potential sources of the information incorporated in users’
mental models, or the impact of different kinds of informa-
tion on users’ mental models. Anecdotally, those respon-
dents seemed much better able to recount stories about se-
curity problems that had happened to them or to someone
in their social circle, than they were to provide information
from any other sources [44]. This leads us to hypothesize
that information learned from and about other people is
an important component of home computer users’ mental
models of security. This is something that has not been rig-
orously addressed in the computer security literature; how-
ever, researchers developing interventions intended to pro-
mote energy conservation are beginning to develop similar
approaches intended to inform people about the behavior of

others and thereby promote behavior change in the target
participants [9, 36].

It is important to remember that mental models held by
laypeople are not necessarily accurate representations of the
real world [12, 26]. In fact, it is well-known that in tech-
nological contexts users often operate with incorrect mental
models [1] — even security experts disagree about the cor-
rect way to think about viruses or hackers. To understand
the rationale for home users’ behavior, it is important to
understand the models upon which their behavior is based,
correct or incorrect.

We suspect that a number of factors affect the incorpora-
tion of information into users’ mental models. These factors
may be important for home computer users’ decision to in-
corporate new information into their mental models:

- Content: information about threats vs. behaviors [2,
24]

- Source: friends, other people like me, experts, or un-
familiar strangers [5, 16]

- Format: stories vs. policies vs. explicit advice [44]
- Valence: positive vs. negative cases [5]
- Intensity: emotional vs. not [37]
- Style: figurative vs. literal language [21]

In particular, we suspect that: a) Stories about threats have
a larger influence on mental models than behavioral ad-
vice; and b) Information from friends and colleagues have a
stronger influence on mental models than information from
strangers or experts. These hypotheses are important be-
cause, if true, they suggest that the standard way of edu-
cating users — experts providing behavioral advice — is a
poor way to teach security.

3.2 Prevalence, Antecedents, and Consequences
of Mental Models

An important limitation of the study by Wash [44] is that
he was not able to measure the prevalence of each mental
model. The qualitative interviews helped understand many
different ways of thinking about computer security, but he
was not able to answer the question “How common are these
models?” This is an important question, because people
use mental models to reason about complex situations and
decide how to behave. For example, if a common mental
model leads people to believe that most security tools and
advice are useful, then computer security is mainly a usabil-
ity issue—we only need to make existing security technolo-
gies easier to use. On the other hand, if a large number of
people have mental models that lead them to ignore security
tools and advice because they think they are not a target of
hackers, then better tools cannot solve the problem.

In addition to looking at the prevalence of each mental
model, it would be valuable to look at antecedents for these
mental models. Are people with more experience with secu-
rity breaches more likely to have a more realistic model? Or
a model that leads to secure behaviors? Are office workers
who have received information security training more likely
to have accurate models? Looking at common antecedents
of each mental model can help to identify existing behav-
iors and properties that are likely to lead to good security
behaviors or bad security behaviors.

Finally, we believe that we need more data about which
security behaviors are commonly associated with each men-
tal model. Wash [44] listed a number of behaviors that oc-
curred with each model he found, but those behaviors are



not necessarily common across everyone with that model.
By explicitly connecting which behaviors commonly appear
with each model, we will better understand what models
are the ‘good’ models that we should encourage, and which
models are the ‘bad’ models that should be discouraged.

One of the main challenges in connecting models with be-
havior is measuring those behaviors. Self-report can be mis-
leading, especially for security data. Many people feel social
pressure to seem more secure than they really are, and there-
fore may report more security behaviors than they actually
do. Additionally, there are many security-related behaviors
that people simply don’t think about, or don’t recognize as
security behaviors, and therefore cannot report accurately.

3.3 Sharing Security Stories
In the end, our goal is not just to understand user secu-

rity behavior, but to improve security. We believe that a
promising approach to improving security is to change peo-
ple’s mental models to a new model that, while not entirely
correct, leads to better security behaviors. Our research
leads us to believe that one promising way to change peo-
ple’s mental models of security is to provide a mechanism for
regular, non-technical users to share stories with each other.
Since, as we hypothesized above, stories from regular people
are more powerful than advice from experts, we suspect that
sharing stories will actually lead to important mental model
changes.

However, simply sharing stories isn’t enough; people need
to share the right stories. This may be our biggest chal-
lenge for this research agenda, but have reason to believe
we can overcome it. Ideally, people would only share stories
that lead to “better” mental models — where better means
mental models that cause people to take appropriate secu-
rity precautions. This is an opportunity for experts to be
involved. If these stories are curated by experts, and sto-
ries that lead to positive security behaviors are highlighted,
then it may be possible to cause aggregate change in user
behavior.

Systems for sharing stories are not without precedent;
in the medical world there is a fascinating website called
Patients Like Me (http://www.patientslikeme.com). Pa-
tients Like Me is an online information resource where peo-
ple who have been diagnosed with specific long-term medi-
cal diseases such as Parkinson’s disease, Fibromyalgia, and
Depression can go and share stories about their disease,
and share information about treatments. Users can self-
identify as having a disease, write reports about individ-
ual symptoms of that disease, and write experience reports
about treatments. That information is then aggregated and
shared; a user can, for example, search for stories from peo-
ple who have fatigue due to Parkinson’s disease, or stories
about using Wellbutrin to treat depression. Patients Like
Me is a system that allows normal people to share stories
and experiences with various diseases, and make suggestions
to each other for treatment; however, it is still curated by
doctors and many doctors participate on the site to help
direct people toward positive ideas.

Potential Risks.
One potential risk is that mental models that lead to pos-

itive security behaviors might not exist; however, we believe
this is unlikely. Wash found a number of incorrect models
that respondents reported led to positive security behav-

iors [45]. Additionally, mental models and “lay theories” are
surprisingly good at helping us cope with a complex world;
people seem good at coming up with models that lead to
effective decisions despite not understanding the details of,
for example, how a car works or how a web browser works
[26].

Another risk is that users of the site might not be willing
to share sensitive information about security incidents, or
won’t see such stories as credible. We think this is also un-
likely; home computer users are already sharing information
and stories with each other in the real world. Additionally,
users on Patients Like Me and other social media sites are
willing to share highly personal, highly sensitive information
with the other users on the site, and remain credible in do-
ing so. We believe that home computer users will likewise
be willing to share stories and experiences about security
issues from themselves and others.

4. SUMMARY
People frequently make decisions by consulting a simpli-

fied mental model of the way the world works. When making
decisions about the security of a home computer, people fre-
quently use mental models of security threats to balance se-
curity concerns with the time, effort, and money involved in
being secure. We propose a new way of thinking about end-
users and security: rather than trying to teach people “cor-
rect” mental models, we accept the fact that mental models
are always simplified and incomplete. Instead, we focus on
finding ways to encourage models that lead to valuable secu-
rity behaviors even if they are “incorrect.” And rather than
trying to force mental models on people, we should take ad-
vantage of the work done by end-users in forming usable
mental models, and encourage those existing mental models
to spread.
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